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Abstract. Performance in most pattern classifiers is improved when
redundant or irrelevant features are removed, however, this is mainly
achieved by high demanding computational methods or successive classi-
fiers construction. In this paper new results on coherent feature selection,
obtained by applying the Hybrid Classification and Masking technique
(HCM), are presented. Previous results showed that the HCM algorithm
proves to be a feasible way to get an optimal subset of features repre-
sented by a mask value. This method identifies irrelevant or redundant
features for classification purposes; an optimal subset of features allows
register size optimization which clearly contributes to significant power
savings. Moreover classifier accuracy of this new approach has been pre-
served or even improved in comparison to other experimental results
formerly shown. Promising experimental results suggest that the HCM
algorithm is an appropriate alternative for optimized pattern classifier
hardware implementation.

Keywords: Feature Selection, Pattern Classifier, Masking Techniques,
Supervised Learning

1 Introduction

Pattern recognition has existed for many years in a wide range of human activity,
however, the general pattern recognition problem can be stated in the following
form: Given a collection of objects belonging to a predefined set of classes and a
set of measurements on these objects, identify the class of membership of each of
these objects by a suitable analysis of the measurements (features) (1]. Although
features are functions of the measurements performed on a class of objects, most
of the times, the initial set of features consists of a large number of potential
attributes that constitute an obstacle not only to the accuracy but to the ef-
ficiency of algorithms. In countless situations, it is a complicated task to find
proper features for all patterns in a class (especially when intra-class variance
is very high) [2]. In order to overcome this limitation, multiclassifier approach
arises. Some of the most frequently used are: multiple models (3], [4], [5]; combin-
ing classifiers [6]; and classifier ensembles (7] among others. On behalf of these
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novel approaches a remarkable thing to mention is the notable classification rate
achieved; nonetheless these methodologies lack of criterions that help to ignore

redundant or irrelevant information.
In this paper an original method for pattern classifier hardware implementa-

tion, whose basic operation rests on a Hybrid Associative Memory and the HCM
algorithm for optimality criterion evaluation, is presented.

Each obtained mask value, represents a different subset of features. It is to
be said that the best mask value is the one that indicates the smallest subset of
features, and hence to permit register size optimization for hardware implemen-
tation purposes.

From a register transfer level perspective, the smaller the register size is, the
better architecture alternative is obtained.

In the following section, a brief description of HCM foundations is presented.
In Section 3, experimental results are shown over several different data sets.
The masking approach advantages will be discussed in section 4, and a short

conclusion follows in Section 5.

2 Associative Memories

An associative memory M is a system that relates input patterns and output
patterns as follows: z — — y with = and y, respectively, the input
and output pattern vectors. Each input vector forms an association with its
corresponding output vector. For each k integer and positive, the corresponding
association will be denoted as: (z*, y*). Associative memory M is represented by
a matrix whose ij-th component is m;; [9]. Memory M is generated from an a
priori finite set of known associations, called the fundamental set of associations.
If p is an index, the fundamental set is represented as: {(z*,9*) | k= 1,2,...,p}
with p as the cardinality of the set. The patterns that form the fundamental set
are called fundamental patterns. If it holds that z* = y* Vu € {1,2,...p} M
is auto-associative, otherwise it is heteroassociative; in this case it is possible to
establish that 3p € {1,2, ..., p} for which z# # y*. If we consider the fundamental
set of patterns {(z*,y"*) | p = 1,2, ...,p}where n and m are the dimensions of
the input patterns and output patterns, respectively, it is said that ' € A",
A={0,1} and y* € A™. Then the j-th component of an input pattern iszh e A
. Analogously, the j-th component of an output pattern is represented as y;-] € A
Therefore the fundamental input and output patterns are represented as follows:

/)
I Yo

D — 3 € A" ’y“ = o €A™
zh Uh

2.1 The Steinbuch’s Lernmatrix

Lernmatrix is a heteroassociative memory that can easily work as a binary pat-
tern classifier if output patterns are appropriately chosen [13]. Typically it ac-
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cepts binary patterns suchlike x* € A", A = {0,1} as input and returns binary
patterns suchlike y* € A™ as output; it is worth pointing out that there are m
different classes, each one coded by a simple rule: class k € {1,2,...,m} will be
represented by a column vector which components will be assigned by =1,
soyy =0forj=1,2.,k=1,k+1,.m.

The following matrix will keep the pattern association values after the Learn-
ing Phase for the Steinbuch’s Lernmatrix is done:

i L PR S TN
‘xl T, T zh
g
A LD VI LD P R L U R LB T
g
3/5 M2y |Ma2 |+ |M2; |- |M2p
s 1 (1)
Yi {Mi1 M2 |- Myj [~ [Min
L
:nmmlmm2"'mmj"’mmn

Each one of the m;; components of M is initialized with zero and will be
modified by the following rule: m;; = m;; + Am;; where:

+eifyl =1=2"
Am‘.j= - ifyf‘:land I;-‘=0 (2)
0 otherwise

and ¢ a positive constant, previously chosen.

The Recalling Phase for the Steinbuch’s Lernmatrix consists of finding the
class which an input pattern x* € A™ belongs to. Finding the class means getting
y“ € A™ that corresponds to x“; accordingly to the construction method of all
y* , the class should be obtained without ambiguity. The i-th component of ¥
is obtained according to the following rule, where V is the mazimum operator:

¥ {1 if 30, mijzy = Ve, [Z}L: ™25 ] @)

W=
! 0 otherwise

2.2 Linear Associator.

It is worth pointing out that James A. Anderson and Teuvo Kohonen obtained
amazingly similar results known nowadays as Linear Associator. Lets consider
the fundamental set as {(x*,y*) | # = 1,2,...,p} with

@y y}‘:
u 5 n 5 Y2 m
=1 . EA" y yH= ‘ €A
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The Learning Phase is done in two stages.

1. Consider each one of the p associations (x*,y*) , so an m X n matrix is
obtained by y* - (x*)'

G et e o e e
i % ¥yzh ot Yy 5 YaTh
n 3 . . o
Y2 : : : :
B (M) — . -
Y = | L | @ a e mn) = | g g gty
Yin : & : :
UnZ) YnZs 0 YT " YmTh
(4)
2. M memory is obtained by adding all the p matrices
a t
M=)y ()" = il (%)
p=1
in this way the ij-th component of M memory is expressed as:
P
mij =) U} (6)

=1

The Recalling Phase for the Linear Associator is done by operating the M
memory with an input pattern x“, where w € {1,2,...,p} ; operate M - x“ as
follows:

YR LZ y- (#)‘] x )
=1

Mo =y (o) ] + v [ ] ®)

p#w

Expression 8 lets us know about which restrictions have to be observed thus
perfect recalling is achieved. These restrictions are expressed as:

. lifp=w
(x*)" x* = (9)
Oif p#w

If condition 9 is met, then a perfect recalling is expected. So 8 is expressed
as:

M- x¥ =y
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2.3 Hybrid Classification and Masking approach

As it was said Hybrid Classification and Masking technique (HCM) are pre-
sented as a new feature selection approach to provide a mask that identifies the
optimal subset of features, the best mask value is the one that indicates the
smallest subset of features, and hence to permit register size optimization for
hardware implementation purposes. In order to explain how optimal mask is
found, some definitions are required.

Definition 1. Let f be the number of features from the original set of data.
Definition 2. Let r be an indez where r € {1,2,...,(2/ - 1)}
Definition 3. Let e be a masking vector of size n represented as:

€
e 2] e pn
e=| . |€B (10)

en

where B = {0,1}

Definition 4. Let - be a new operation called IntToVector which takes r €
{1,2,...,(2/ = 1)} and returns a column vector e" with r value ezpressed in
its binary form. From a register transfer level perspective (RTL) this can be
expressed as bin(r) — [e"]. For ezample: If r = 11 then 1 e returns a column
vector with r value in its binary form so the obtained vector is:

—
-
— e O

where e, is the Least Significant Bit (LSB)

Definition 5. Let || be a new operation called MagV ector which takes a column
vector e" of size n and returns an integer and positive value according to the
following rule:

n

lem =) (ejA1) (11)

i=1

Where A is the logical AND operator.

Another relevant thing to mention is that the Recalling Phase is dramati-
cally different from the previous models; it is carried out by the following rule:
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: 0 otherwise

g {1 it Y0 i (25) = Vi [ges mas- (=€) ]

where i € {1,2,...,p} and 7 € {1,2, (2 - 1)}

It is said that the Recalling Phase is dramatically different from the previous
models because a masking vector e” of size n masks each input vector z* of size
n. This is where the masking technique comes into view. Using the previous
definitions and the clear advantages that inherit from the Hybrid Associative
Classifier model, it is possible to enunciate The HCM algorithm.

1. Let n be the dimension of each input pattern in the fundamental set, grouped
in m different classes.

. Each one of the input patterns belongs to a k class, k € {1,2,...,m}, repre-
sented by a column vector which components will be assigned by y; = 1, so
y;‘ =0forj=12..k-1k+1,.m.

3. Create a classifier using expression 4, 5 and 6.

4. Use the IntToVector operator to get the r-th masking vector as in expression

10

5. The recalling phase is carried out according to expression 12 so an r-th

accuracy parameter is obtained
6. Store both parameters (the r-th accuracy parameter and the r-th masking
vector) so feature selection can be evaluated in step 8

7. Compare the r-th accuracy parameter with the (r — 1)-th accuracy para-
meter. The best accuracy value is stored thus accuracy improvements are
achieved with each iteration

8. The same applies to the r-th masking vector. Feature selection can be eval-

uated using expression 11. So the smaller this number is, a better mask is
obtained.

9. The new subset of features is obtained by a mask value represented by a

column vector, where accuracy and feature selection are optimal

(3]

3 Experimental results

Throughout the experimental phase, two databases taken from the UCI Machine
Learning Database Repository (http://www.ics.uci.edu/~mlearn) were included.
The main characteristics of these data sets have been summarized in Table 1.
Contraceptive Method Choice and Australian Credit Approval databases
were chosen because both data sets differ not only in features number, but in
number of patterns and classes. The experiments have been carried out as fol-
lows: In the first (Learning) phase, the same number of input vectors for each
class was randomly taken, which means that a balanced classifier is guaranteed.
Particularly four vectors were taken from each class to get a total of twelve in-
put vectors for the Contraceptive Method Choice and eight input vectors for
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CMC (Credit Approval

Number of Classes 3 2
Number of Patterns 1473 690
Original Set Size 9 14
Optimized Subset Size 4 10
Feature Optimization 44% 71%

Original Register Size 130 bits 360 bits

Optimized Register Size |78 bits 120 bits

Register Size Optimization| 40% 66%
Table 1. Optimization Results of the data sets used

1-NN |[3-NN [C-Means|CHAT| HCM

CMC 37.24%|(38.11%| 31.84% [55.25% [58.06%

Credit Approvall58.33%|54.88%| 50.81% [59.09%(85.51%
Table 2. Classification Rate of 5 different algorithms

the Australian Credit Approval. In the second (Recalling) phase the whole data
set x* was classified for each mask vector e”, in this way classifier accuracy
for every mask was evaluated. The optimal mask was obtained by comparing
the two main parameters (classifier accuracy and mask optimality). The same
experimental procedure was carried out for each one of the two databases.

In order to estimate the HCM optimal mask efficiency, the developed method
was tested by performing the following experiment several times. In the Learning
Phase, the same number of input vectors for each class was randomly taken, con-
versely to the previous Recalling Phase, we conducted the classification process
as a bi-class problem so a coherent comparison between HCM results and pre-
vious researchers’ results can be done [16]. It is to be said that the results on
each data set have been averaged over twenty experiments; all conducted using
the same criterion. (summarized in Table 2.)

4 Results Analysis

As it is shown in Table 1 the original number of features for each database, CMC
and Australian Credit Approval, is 9 and 14 respectively. After HCM algorithm
performs a coherent feature selection, represented by a mask value, optimized
subsets are obtained. Feature optimization for CMC database is close to 44%
which means that only 56% is relevant information for classification purposes.
While using near half of the initial features HCM algorithm improves classi-
fication rate over the other classification methodologies considered, consistent
results are shown in Table 2.

Even more representative results of the HCM algorithm effectiveness appear
with Australian Credit Approval database. Feature optimization for this data-
base is close to 71% which means that only 29% of the initial set of features
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Fig. 1. Contraceptive Method Choice Database Classification Rate.

increases class separation. Whenever an optimal subset of features is obtained,
astonishing classification rate will be achieved. Higher predictive accuracy can
often be obtained when data dimensionality is reduced.

There are two remarkable facts to be taken into consideration. The former
concerns about the number of features that was optimized for each database; 4
out of 9 features were coherently selected for the Contraceptive Method Choice
database and 10 out of 14 features were coherently selected for the Australian
Credit Approval database. The latter is that the HCM classification rate main-
tains higher predictive accuracy over the other classification methodologies con-
sidered.

5 Conclusions

In this paper an original method for optimized pattern classifier hardware im-
plementation, whose basic operation rests on the HCM algorithm for optimality
criterion evaluation, is presented. Experimental results have shown that this al-
gorithm is an efficient way to get a mask value which represents the optimal sub-
set of features. While maintaining the discriminatory information necessary for
classifier accuracy improvement, these optimized subsets allow considerable reg-
ister size reduction for hardware implementation purposes. A remarkable thing
to mention is that feature optimization not only reduces data dimensionality,
which represents an important reduction on hardware resources, it also means
significant power savings on ASIC implementations due to register size reduc-
tion. After HCM algorithm performs a coherent feature selection, promising
results have shown that accuracy has been improved in comparison to the other
methodologies considered.
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Fig. 2. Australian Credit Approval Database Classification Rate.

It is worth pointing out that this method does not have to compute a new
classifier at each step, which represents an important reduction on computational
costs. The learning phase of the process becomes swifter given the reduced num-
ber of input vectors considered. One and only one classifier is used throughout
the entire process, which implies simplification on methodology. Classifier ac-
curacy is not related to the number of input vectors considered in the learning
phase, conversely, classifier accuracy is directly related to the mask value that
allows elimination of redundant or irrelevant information.

Another clear advantage of this method is that the optimal mask search al-
gorithm is applied only to those patterns that were previously considered during
the learning phase, which means that no additional patterns are required to
increase classifier accuracy.

This paper represents the initial works on optimized pattern classifier hard-
ware implementation using feature selection and data dimensionality reduction.
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